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Our attack crafts small and model-aware 
perturbations rather than injecting untargeted 
white noise. 

This reveals that LM-based TTS systems are not 
robust to targeted adversarial perturbations.

Dataset Method Synth.
Effectiveness Fidelity

WER↑ WIL↑ BLEU↓ SNR↑ PESQ↑ SECS↓

LibriTTS

Raw
Cosyvoice 0.03 ± 0.03 0.05 ± 0.05 0.96 ± 0.05

N N NSpark-TTS 0.01 ± 0.02 0.02 ± 0.04 0.97 ± 0.05
VALL-E 0.21 ± 0.14 0.33 ± 0.19 0.67 ± 0.18

Antifake[1]
Cosyvoice 0.09 ± 0.07 0.17 ± 0.12 0.84 ± 0.12

13.29 ± 3.54 1.27 ± 0.21 0.22 ± 0.06Spark-TTS 0.10 ± 0.14 0.17 ± 0.17 0.82 ± 0.17
VALL-E 0.73 ± 0.25 0.83 ± 0.16 0.20 ± 0.14

SafeSpeech[2]
Cosyvoice 0.10 ± 0.10 0.17 ± 0.14 0.82 ± 0.15

6.62 ± 3.59 1.08 ± 0.08 0.35 ± 0.06Spark-TTS 0.41 ± 0.34 0.52 ± 0.31 0.47 ± 0.29
VALL-E 1.12 ± 0.28 0.96 ± 0.07 0.07 ± 0.08

Ours
Cosyvoice 0.90 ± 0.37 0.85 ± 0.27 0.17 ± 0.27 18.33 ± 2.43 2.06 ± 0.22 0.08 ± 0.03
Spark-TTS 0.28 ± 0.29 0.35 ± 0.29 0.66 ± 0.28 14.94 ± 1.70 1.34 ± 0.13 0.20 ± 0.06

VALL-E 0.87 ± 0.26 0.93 ± 0.09 0.10 ± 0.09 11.41 ± 2.30 1.19 ± 0.12 0.21 ± 0.06

On our training stage, we learn a tiny, 
imperceptible perturbation that guide 
the audio’s speech-token sequence 
toward a reference speech while a 
psychoacoustic loss hides the change. 

The protected audio can be shared as-is 
. On the attacker inference stage, when 
passed through zero-shot TTS, the 
token–transcript mismatch makes the 
system speak fluent but incorrect 
content.

Performance Comparison Between the Proposed Method and the Baseline Methods

We evaluate the attack effectiveness by comparing the cloned speech and the GT transcript. Fidelity is 
measured on the adversarial examples related to the raw samples. 

We propose , an adversarial attack 
method that aggressively prevents zero-shot TTS 
from producing an intelligible speech 
corresponding to any given text prompt.

Our adversarial examples introduce minimal 
audible distortion compared to existing methods, 
while simultaneously delivering a higher overall 
success rate.

Different TTS system 

shows a significant 

difference in the level 

of noise resistance 

and the robustness the 

adversarial method.

Background    Zero-shot TTS 
clones a voice from just seconds of 
audio at inference, which brings 
significant misuse risks.

Ours: same SNR → ↑WER 

Cosyvoice is cracked,  minimal distortion can lead to completely meaningless output(~0.9 WER). Other 
synthesizers show different level of resistance on our method.

Research Gap   Watermarking 
and deepfake detection provide 
traceability but do not stop harmful 
content from being generated.

Proposed Solution   A proactive, 
imperceptible and publisher-side 
protection that preserves perceived 
quality while nullifying zero-shot 
TTS outputs.
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